
Federated
A new interesting approach



Guess what we are talking about 
today ...



of course...



Machine Learning!



State of the art There are mainly three principles 
machine learning paradigms.



State of the art

Supervised Learning

Starting from a set of 
examples, the algorithm 
can learn some hidden 
pattern in the data. For 
each example there is the 
output. In this way the 
algorithm can learn from 
a “knowledge” to predict 
new data.

Unsupervised Learning

Starting from a set of 
examples, the algorithm 
try learn some hidden 
pattern in the data. The 
dataset doesn’t provide 
solutions for examples.

I.e. clustering.

Reinforcement Learning

Briefly, the algorithm 
learns from its mistakes 
and expands the ways to 
reach the goal.

Applications: chess, 
AlphaGo, ...



We focus on supervised learning



Supervised Learning

● We have a dataset and we split it in training set and test set (we explain why 
we do this later)

● How the training set is:



Supervised Learning

● The algorithm learns from the training set the pattern inside the data
● Through the test set, we test our algorithm if it is able to predict new data 

(without providing the output) with a good likelihood.



How to collect data?



How to collect data?

Nowadays, the standard pipeline for performing supervised learning is to start 
with data collection. A huge amount of data.

Source of the comic: https://federated.withgoogle.com/

https://federated.withgoogle.com/


How to collect data?



How to collect data?



How to collect data?



How to collect data? A new approach



A new approach: Federated Learning



A new approach: Federated Learning

With the standard pipeline, the machine learning process trains the model on 
centralized data.

But if we train our model on decentralized data?

In practice, how?



Federated Learning



Federated Learning



Federated Learning



Federated Learning



Federated Learning



Surge aggregation

Source: https://research.google/pubs/pub45808/

https://research.google/pubs/pub45808/


Federated Learning



Federated Learning



Memorization risk

Memorization risk can be mitigated by pre-filtering rare or sensitive information 
before training.

Source: https://federated.withgoogle.com/

https://federated.withgoogle.com/


Federated Learning



Federated Learning



Machine Learning & Decentralization

● We know the advantages of AI (see #CircleSummi1)
● We know the advantages of decentralization (see #CircleNight4)
● But of course, apply AI to every project is not useful…
● Apply the decentralization to every project is not useful…
● What do I mean?

https://www.facebook.com/groups/180018936670379/permalink/242227623782843/
https://www.facebook.com/groups/180018936670379/permalink/234111021261170/


Machine Learning & Decentralization

● We have to integrate the appropriate technology when:
○ It is strictly necessary
○ When we want to innovate a product/service
○ When we want to innovate an economic sector
○ When we want to guarantee the users’ privacy



Machine Learning & Decentralization

● An example: Gboard on Android

https://ai.googleblog.com/2017/04/federated-learning-collaborative.html


Thanks!
AI & Decentralization lover


